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Abstract—Satisficing game theory offers an alternative to classical game theory that describes a flexible model of players’ social interactions. Players’ utility functions depend on other players’ attitudes rather than simply their actions. However, satisficing players with conflicting attitudes may enact dysfunctional behaviors, which result in poor performance. We present an evolutionary method by which a population of players may adapt their attitudes to improve payoff. In addition, we extend the Nash-equilibrium concept to satisficing games, showing that the method leads players toward the equilibrium in their attitudes. We apply these ideas to the stag hunt—a simple game in which cooperation does not easily evolve from noncooperation. The evolutionary method provides two major contributions. First, satisficing players may improve their performance by adapting their attitudes. Second, numerical results demonstrate that cooperation in the stag hunt can emerge much more readily under the method we present than under traditional evolutionary models.
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I. INTRODUCTION

GAME-THEORETIC models are often used to construct societies of artificial agents. Commonly, agents are modeled as players in a noncooperative game in which players solely focus on the maximization of individual payoff. The players’ self-interest leads to Nash equilibria [3], which are strategy profiles such that no single player can improve its payoff by changing strategies. Unfortunately, self-interested behavior places significant limitations in terms of the players’ social interactions. For example, it is often difficult to engender cooperation and other social behaviors with self-interested players. Indeed, the self-interest hypothesis has come under nearly continuous criticism since the inception of game theory [4]–[7].

Satisficing game theory [8] offers an alternative to noncooperative game theory. It was developed for the synthesis of artificial agents and particularly focuses on social interactions between players. The players’ utilities are expressed as conditional mass functions, allowing them to consider the preferences of others rather than solely focusing on individual self interest. Satisficing models have previously been successful in overcoming the social hurdles that were presented by noncooperative game theory, allowing players to exhibit sophisticated social behaviors such as altruism, negotiation, and compromise [9]. However, satisficing game theory presents its own set of challenges. As in real-life social situations, satisfying communities may dysfunctionally behave. When players with incompatible attitudes are grouped together, they can choose incoherent behaviors that lead to poor performance.

The stag hunt, a simple game that was originally suggested by Rousseau [10], underscores the difficulty of achieving cooperation under self interest. As usually formalized, the game involves two hunters. They can catch a stag only if they hunt the stag together, but each can separately catch a (much smaller) hare. That is, a player earns maximum payoff if both players cooperate but risks failure if it attempts to cooperate whereas the other does not. Each player must individually decide between cooperation and noncooperation; thus, it represents a useful model for the analysis of potentially cooperative behavior. For example, a group of workers who choose whether to loosely strike fall under the stag-hunt model: a large number of workers may achieve a significant benefit by striking, whereas a single worker who “strikes” alone incurs significant loss.

Social dilemmas such as the stag hunt have extensively been studied by (among others) social scientists, economists, and biologists. A large body of recent work has focused on learning-based [11]–[13] and evolutionary [14]–[16] methods for achieving cooperation. In evolutionary game theory, which was pioneered by Maynard Smith [17], [18], populations of players make decisions by trial and error rather than by explicit utility maximization. Over time, natural selection favors individuals who earn higher payoff, altering the population’s makeup. Large well-mixed populations are described by the replicator dynamics [19], which defines a system of ordinary differential equations that govern the evolution of the population. Under suitable conditions, the replicator dynamics drives the population to a Nash equilibrium.

The stag hunt presents considerable difficulties based on an evolutionary perspective. Under the standard replicator dynamics, a population with primarily hare hunters cannot evolve into a group of stag hunters, although each player benefits from cooperation. Skyrms posits a compelling reason for this failure: “For the Hare Hunters to decide to be Stag Hunters, each must change her beliefs about what the others will do. But rational choice based on game theory as usually conceived, has nothing to say about how or why such a change might take place” [20, emphasis in the original].

Motivated by Skyrms’ conjecture, we explore methods by which “such a change” may take place in satisficing game theory. To do so, we attempt to bridge the gap between non-cooperative and satisficing game theory by incorporating...
elements of non-cooperative game theory into satisficing game theory. In a manner similar to [21] and [22], we present a method where a population of players may modify its attitudes according to the game structure and the attitudes of other players. In our method, which employs the standard replicator dynamics, players whose attitudes result in higher payoffs more readily reproduce, causing their attitudes to dominate the population. The resulting model blends the two decision theories: players retain the conditional utility structure of satisficing game theory while improving the payoff by evolutionary means. The dynamics leads the players toward the Nash equilibrium in players’ attitudes rather than in their actions.

In Section II, we familiarize the reader with the basics of satisficing game theory. In Section III, we review the classical formulation of the stag hunt and its evolutionary difficulties. We present a satisficing model for the stag hunt in Section IV. In Section V, we define the attitude equilibrium and present the attitude dynamics. We present experimental results in Section VI and compare the satisficing approach to other recent methods in evolutionary game theory. We give our conclusions in Section VII.

II. SATISFICING GAME THEORY

Although the simple seemingly reasonable assumption of self-interest—also called individual rationality—has given rise to a rich successful theory of games, narrow maximization may be too simple, particularly in describing social situations. As observed by Luce and Raiffa, “General game theory seems to be, in part, a sociological theory which does not include any sociological assumptions... it may be too much to ask that any sociology be derived from the single assumption of individual rationality” [4, p.196]. Satisficing game theory provides an alternative to the classical framework. It presents a more elaborate structure that may be more useful in modeling social behaviors. Players may directly concern themselves with the preferences of others rather than explicitly attempting to maximize utility.

We construct the satisficing framework by altering the structure of the players’ utility functions. First, each player possesses two utilities: 1) one utility for characterizing the benefits associated with taking an action and 2) another utility for characterizing the costs. A satisficing player contents itself with some value \( Y \) if we knew that \( X \) took on some value \( x \)? If we know the probabilities for \( X = x \), we can compute the marginal mass function according to the basic rules of probability theory, i.e., \( p_Y(y) = \sum_x p_{Y|X}(y|x)p_X(x) \). The marginal probabilities for \( Y \) are influenced—but not entirely dictated—by the probabilities of \( X \).

Similarly, players’ preferences may depend on the preferences of others, allowing their utilities (which we call social utilities) to be expressed as conditional mass functions. The conditional mass functions allow for hypothetical expressions of utility: What would Player 1’s utilities be if Player 2 unilaterally preferred a particular action? We can compute Player 1’s marginal utilities, i.e., the utilities that were used for decision making, by summing the conditional utilities over Player 2’s actual preferences. This structure allows players to consider not only what actions other players may prefer but also how strong the preferences for action are. Their utilities are influenced by others’ preferences in a controlled manner, which does not require the players to discard their own preferences.

A. Formalization

First, define the set of players \( X = \{1, 2, \ldots, n\} \). Each player chooses a pure strategy \( u_i \in U_i \), where \( U_i \) is player \( i \)'s pure-strategy set. A pure-strategy profile, which describes the actions of all of the players, is an \( n \)-dimensional vector \( u \in U \), where \( U = U_1 \times U_2 \times \ldots \times U_n \) is the pure-strategy space.

As mentioned in the previous section, each player possesses two social utilities. To describe these social utilities, we define two “selves” or perspectives from which each player may consider its actions [25]. The selecting self considers actions strictly in terms of their associated benefits, whereas the rejecting self considers actions only in terms of the costs incurred in implementing them. These selves are described by the selectability function \( p_{S_i}(u_i) \) and rejectability function \( p_{R_i}(u_i) \), respectively.

Social utilities are mass functions; thus, they are normalized across the pure-strategy sets and therefore describe the relative benefits and costs associated with a pure strategy in \( U_i \). They also provide players with a formal definition of “good enough.” A pure strategy is “good enough” or satisficing if the relative benefits are at least as great as the relative costs. In the vernacular, we may view satisficing as “getting one’s money worth” as opposed to optimization, where players seek “the best and only the best.” Although the former concept allows for a set of multiple actions that are “good enough,” the latter concept is designed to produce a unique solution. We therefore define the individually satisficing set for player \( i \) as

\[
\Sigma_i = \{ u \in U_i : p_{S_i}(u) \geq q p_{R_i}(u) \},
\]

where \( q \) is the index of caution. Typically, \( q = 1 \), but we may adjust just a player’s definition of “good enough” by changing \( q \). Setting \( q \leq 1 \) ensures that \( \Sigma_i \) is non-empty. We may combine the players’ individually satisficing sets by forming the satisficing

---

1Although they share similarities, satisficing game theory should not be confused with the concept of “bounded rationality” satisficing as introduced by Simon [23]. With Simon’s satisficing, individuals search for suboptimal choices that meet a variable threshold or aspiration level, implicitly accounting for the cost of continued searching.
rectangle $\mathcal{R}_{12,...,n}$, which is defined as the Cartesian product, i.e.,

$$\mathcal{R}_{12,...,n} = \Sigma_1 \times \Sigma_2 \times \cdots \times \Sigma_n.$$  \hfill (2)

The satisficing rectangle is the set of all strategy profiles that are simultaneously satisficing to each player.

It is convenient to graphically express the relationship between players’ utilities. In probability theory, relationships between random variables are expressed in Bayesian networks [26]. Similarly, in satisficing game theory, the relationships between players’ utilities are expressed in praxeic networks.\(^2\) The praxeic network consists of a directed acyclic graph, where the nodes are the selecting and rejecting perspectives of each player, and the edges are the conditional utility functions. For example, consider the simple two-player community in Fig. 1. For each player, the rejecting preferences depend on the selecting preferences of the other player, whereas the selecting preferences are independent.

Parenthetically, we note that praxeic networks also resemble the spatial evolutionary models in [15], [16], and [28]–[30]. In these models, graphical connections determine which players may interact during play. That is, individuals may only play with players to whom they are connected. In contrast, graphical connections in praxeic networks define how players influence each other in play. Both models describe, in some sense, the players’ social relationships. However, spatial evolutionary models describe which players can pair up in a game, whereas praxeic networks describe which players’ utilities can influence the utilities of others.

In discussing the players’ social utilities, we retain the terminology of probability theory. In the community in Fig. 1, we refer to Player 1’s conditional rejectability function, which is denoted as $p_{R_1|S_2}(v_1|u_2)$. As aforementioned, the conditional mass function expresses a hypothetical proposition, where the antecedent is the strategy favored by Player 2, and the consequent is the utility of Player 1. That is, if Player 2’s selecting preferences entirely favored strategy $u_2$, what would be Player 1’s rejectability for $v_1$? As with probability mass functions, we may compute the marginal rejectability by summing over the conditionals, i.e., $p_{R_1}(v_1) = \sum_{u_2 \in U_2} p_{R_1|S_2}(v_1|u_2)p_{S_2}(u_2)$. The marginal utilities determine the individually satisficing sets and the satisficing rectangle. If a utility is independent (e.g., the selectability functions), its marginal is directly expressed without conditioning.

By allowing conditioning in the players’ utilities, we implicitly assume that players have at least partial knowledge of each other’s utilities. Each player must have sufficient knowledge of other players’ utilities to compute its marginal utilities and find its individually satisficing set. In the example community, each player must know the other player’s selectability function to compute its own rejectability. However, players do not consider each other’s actions in determining the individually satisficing sets; thus, they need not observe (or predict) each other’s choices.

With the marginal and conditional utilities defined for the example community, we can form the interdependence function $p_{S_1,...,S_n,R_1,...,R_n}(u_1,...,u_n,v_1,...,v_n)$, which is the joint mass function of all players’ selecting and rejecting preferences. By the chain rule of probability theory, the interdependence function for this example is

$$p_{S_1,S_2,R_1,R_2}(u_1,u_2,v_1,v_2) = p_{R_1|S_2}(v_1|u_2)p_{R_2|S_1}(v_2|u_1)p_{S_1}(u_1)p_{S_2}(u_2).$$

Satisficing games are characterized by the triple $(X,U,p_{S_1,...,S_n,R_1,...,R_n})$, where $X$ is the set of players, $U$ is the pure-strategy space, and $p_{S_1,...,S_n,R_1,...,R_n}$ is the interdependence function. Based on this information, all necessary marginal utilities can be computed, and the satisficing rectangle can be determined.

Finally, it is often useful to specify the players’ social utilities in terms of variable parameters, which we refer to as the players’ attitudes. The interpretation of the attitudes, of course, depends on the specific game being played, but in general, they express each player’s temperament, which affects the degree to which its utilities depend on those of other players. For example, in the stag hunt, the players’ attitudes will characterize their aversion to risk, which influences each player’s willingness to engage in stag hunting.

B. Random Satisficing Games

Oftentimes, a player’s utility will depend on random phenomena, which result in expected utilities based on the distribution of the random event. With classical game theory, it is required that the probabilistic distributions of the random phenomena are not influenced by the preferences of the players. In other words, a player’s belief on a random event may affect its utilities, but not vice versa. In most cases, this restriction poses no difficulty. However, we may want to consider circumstances in which a player’s subjective probability about an event depends on players’ preferences.

The conditional structure of social utilities provides for such a possibility. Since the utilities are mass functions, we can combine both probabilistic and preferential information into a single model. Fig. 2 illustrates a network that implements such a
III. THE STAG HUNT

In the stag hunt, players choose between two pure strategies—hunt stag or hunt hare—denoted \( s \) and \( h \), respectively. The payoff for playing each pure strategy depends on the action of the other player. If the other player hunts a stag, the payoff for hunting a stag is higher than that of hunting a hare. However, if the other player hunts a hare, stag hunting yields a low payoff. That is, the players must hunt together to catch the stag and obtain the higher payoff. The payoff for hunting a hare, on the other hand, is independent of the other player’s choice. Each player can individually catch a hare and therefore can always opt for the modest but more secure payoff associated with consuming a hare. We quantitatively express the players’ utilities in the payoff matrix in Table I.

<table>
<thead>
<tr>
<th>Player 2</th>
<th>( s )</th>
<th>( h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )</td>
<td>(4, 4)</td>
<td>(0, 3)</td>
</tr>
<tr>
<td>( h )</td>
<td>(3, 0)</td>
<td>(3, 3)</td>
</tr>
</tbody>
</table>

There are two pure-strategy Nash equilibria for the stag hunt: 1) \((s, s)\) and 2) \((h, h)\). If the players simultaneously hunt stag or a hare, there is no incentive for either player to change actions. There is also a mixed-strategy equilibrium, in which each player invokes a randomized rule to choose between the two pure strategies. We will study the mixed-strategy equilibrium in more detail later. Each pure-strategy equilibrium has its benefits. The \((s, s)\) equilibrium is optimal in that it maximizes both players’ payoffs. However, successful stag hunting requires the cooperation of the other player; thus, risk-averse players may instead choose to hunt hare. The \((h, h)\) equilibrium is regarded as the risk-dominant equilibrium in the sense that the potential gains of deviating from hare hunting are less than the potential losses. At best, a hare hunter will increase its utility by one by switching to hunting stag, but at worst, it will decrease its utility by three. Thus, conservative—but fully rational—players might choose to hunt hare.

This dichotomy illustrates the fundamental issue of the stag hunt. Obviously, if each player had a certain assurance that the other player would hunt stag, everyone would cooperate. However, players do not have such an assurance under the usual model but must independently choose their actions. The players’ actions then boil down to how much confidence each player has in the other’s willingness to cooperate and how much risk averse each player is. As mentioned by Skyrms, the classical game theory has little to say about this topic. Indeed, the Nash equilibria do not tell us which actions the players will take. They simply imply that once a pair of players is in either pure-strategy equilibrium, neither player will have an incentive to deviate. To study which equilibrium will result under different circumstances, we turn to evolutionary game theory [32], [33].

A. Replicator Dynamics

Replicator dynamics is the classic instantiation of evolutionary game theory. It models the evolution of a population’s strategies according to their ecological fitness. Consider a large population of players who are “programmed” to play a particular strategy, regardless of the other player’s behavior, in a symmetric two-player game such as the stag hunt. The players are randomly paired up to play the game at each time step. Each player asexually reproduces according to its payoffs, i.e., the number of offspring that a player has is proportional to its payoff during the previous game. Players’ strategies also “breed true,” which means that offspring are programmed to the same pure strategy as their parents. We assume that the population is well mixed, giving each player an equal chance of being paired with any other player.

For a symmetric two-player game where each player must choose some strategy in the pure-strategy set \( U \), define the mixed-strategy simplex \( \Delta_U \) as the set of all mixed (randomized) strategies over \( U \). If \( U \) contains \( m \) elements, we can characterize a mixed strategy as a nonnegative \( n \)-dimensional vector \( x \) that obeys the constraint \( \sum_{i=1}^{m} x_i = 1 \). Each player’s mixed strategy is probabilistically independent of the other player’s. The interior of \( \Delta_U \) is the set of mixed strategies that assign nonzero probability to each pure strategy, i.e.,

\[
\text{int}(\Delta_U) = \{ x \in \Delta_U : x_i > 0, i \in \{1, \ldots, m\} \}.
\]

In the replicator dynamics, we interpret each element \( x_i \) as the population share for \( i \), or the fraction of the population that plays the pure strategy \( i \). That is, if we randomly draw an individual from the population that was described by \( x \), the probability that it will be programmed to play \( i \) is \( x_i \). At time \( t \), the expected utility\(^4\) of a player who plays pure strategy \( i \) against a random member of the population is \( u(i, x(t)) = \sum_{j=1}^{m} \pi(i, j)x_j(t) \), where \( \pi(i, j) \) represents the utility of playing pure strategy \( i \) against pure strategy \( j \). As the players reproduce, the population shares described by \( x(t) \) vary, and the more successful strategies tend to dominate over strategies that are poorly adapted to the evolving community. As the population size approaches infinity, we may invoke the law of large numbers, and the dynamics of the population shares becomes a system of \( m \) differential equations. We have

\[
\dot{x}_i(t) = [u(i, x(t)) - u(x(t), x(t))] x_i(t), i \in \{1, \ldots, m\} \quad (3)
\]

\(^3\)Interestingly, it is straightforward to show that, if the game is sequentially played (i.e., Player 1 makes its move, and then Player 2, who observes Player 1’s choice, moves), mutual stag hunting becomes the unique subgame perfect Nash equilibrium [31].
where  \( u(x(t), x(t)) \) is the population’s average expected utility, i.e.,

\[
    u(x(t), x(t)) = \sum_{i=1}^{m} u(i, x(t)) x_i(t)
\]

\[
    = \sum_{i=1}^{m} \sum_{j=1}^{m} \pi(i, j) x_i(t) x_j(t).
\]

Intuitively, (3) tells us that a pure strategy’s population share increases at time \( t \) if its expected utility is higher than the average expected utility across the population. It is shown in [32] that, if the initial conditions satisfy \( x(0) \in \text{int}(\Delta_U) \) (all pure strategies are represented in the initial conditions), any steady state of the dynamics is a Nash equilibrium in the players’ strategies.

It should be noted that the standard replicator model describes a selection dynamics rather than a mutation dynamics. Players do not change strategies under this model; instead, the offspring of players whose strategies are suboptimal are overwhelmed by the offspring of more successful players. As time continues, the fraction of the population that plays suboptimal strategies becomes arbitrarily small.

To account for random factors such as mutation, migration, and payoff fluctuations, several stochastic replicator models have been proposed [13], [14], [34], [35]. We examine the model in [14], which augments the standard replicator dynamics by introducing fixed mutation probabilities into the dynamics. The mutation probabilities are contained in the matrix \( W = [W_{ij}] \), where \( W_{ij} \) represents the probability that an individual that plays strategy \( j \) spontaneously switches to strategy \( i \). The mutation dynamics differs from (3) by the addition of a mutation term, i.e.,

\[
    \dot{x}_i(t) = [u(i, x(t)) - u(x(t), x(t))] x_i(t) + \sum_{j=1}^{m} (W_{ij} x_j(t) - W_{ji} x_i(t)).
\]

The dynamics for \( x_i \) are altered by adding the rate at which players mutate into the population share \( x_i \) (described by \( \sum_j W_{ij} x_j \)) and subtracting the rate at which players mutate out of the population share \( x_i \) (described by \( \sum_j W_{ji} x_j \)). When mutation probabilities are zero \( (W = I) \), (4) collapses to the standard replicator dynamics. In general, however, we are forced to give up the theoretical properties that were guaranteed under the standard replicator model. The steady-state behavior of the system no longer corresponds to the Nash equilibria, regardless of the initial conditions.

B. Stag-Hunt Replicator Dynamics

1) Standard Dynamics: For the stag hunt, the population is described by the 2-D vector \( x = (x_s, x_h) \). The payoff matrix (see Table I) shows that the payoff for a stag hunter is four when paired with another stag hunter, and it is zero when paired with a hare hunter. A stag hunter therefore gains an expected utility of \( u(s, s) = 4 x_s \). The utility for hunting a hare is independent of the other player’s actions; thus, \( u(h, x) = 3 \). The population’s average expected payoff is given by \( u(x, x) = \frac{1}{2} (4 x_s + 3 x_h) \).

2) Mutation Dynamics: Using the replicator model in (4), we add a probability of mutation into the stag-hunt dynamics, assuming that mutation helps a cooperative population evolve.

We assume that the probability of mutating from stag hunting to hare hunting is identical to the probability of mutation from hare hunting to stag hunting. Consequently, we can parameterize the mutation matrix by a single mutation probability, \( 0 \leq \alpha \leq 1 \). We have

\[
    W = \begin{bmatrix} 1 - \alpha & \alpha \\ \alpha & 1 - \alpha \end{bmatrix}.
\]

The dynamics for \( x_s \) becomes

\[
    \dot{x}_s = -4x_s^2 + 7x_s^2 - 3x_s + W_{sh}(1 - x_s) - W_{hs}x_s
    = -4x_s^2 + 7x_s^2 - 3x_s + \alpha(1 - 2x_s).
\]

The closed-form expression for the stationary points of the dynamics is quite unwieldy. So, in Fig. 4, we plot the direction field for the dynamics as a function of \( \alpha \) and \( x_s \). When the mutation probabilities are small, the qualitative behavior of the solution does not change: there remain two stable stationary points at which nearly all of the population hunts either a stag or a hare and one unstable stationary point that defines the boundary between the stag-hunting and hare-hunting basins of attraction. The boundary point increases with the mutation rate, which suggests that mutation exacerbates the evolutionary difficulties of the stag hunt.

For large mutation probabilities, the dynamics considerably differs, leaving a single stationary point to which the dynamics converges, independent of the initial conditions. Even with absurdly high mutation rates—in which evolution is governed more by mutation than by payoff—only a minority of the population hunts stag. The population size is infinite; thus, the
mutation replicator model defines a deterministic system as in the standard dynamics. Consequently, finite populations, with random pairings and mutation, may spontaneously evolve cooperation from noncooperation. However, the moral of the story is that, on average, even finite populations rarely cooperate if they are large, well mixed, and composed of players that are preprogrammed to play a particular pure strategy.

Finally, as we have already discussed, there exist evolutionary models other than the replicator dynamics. In Section VI, we investigate the effects of more sophisticated evolutionary mechanisms on the stag hunt. For the time being, however, we focus on the underlying structure of the players’ behavior. Our solution, which is based on satisficing game theory, affords a flexible structure for players’ social interactions, increasing the possibility for cooperation even under simple evolutionary dynamics.

IV. THE SATISFICING STAG HUNT

In a two-player stag hunt, the set of players is $X = \{1, 2\}$, and each player has an identical pure-strategy set $U_i = \{s, h\}, \ i \in X$. In formulating a satisficing game, we are free to select an arbitrary structure for the praxeic network and specify the conditional utilities as we see fit. We are then constrained to carry out the rules of probability in computing the marginal utilities that determine the players’ behavior. Thus, the formulation of a satisficing game is a process of “designing” the conditional structure and examining the results to see if the players’ behavior makes sense.

First, we give the conceptual definitions for the selectability and rejectability preferences, which we will further clarify as we mathematically define the players’ social utilities. What do we mean by “benefits” and “costs” for the players in the stag hunt? In our treatment, we consider selectability in terms of successful cooperation. To the extent to which stag hunting can be successful, the selecting self prefers to hunt stag. We associate rejectability with the raw opportunity cost of an action, which is tempered by risk aversion. The opportunity cost of hunting a hare is the payoff for catching a stag, and the opportunity cost of hunting a stag is the payoff for catching a hare.

Next, we define the interconnections between the four selves and form the praxeic network. Our model is illustrated in Fig. 5. In addition to the vertices that correspond to the selecting and rejecting selves, we include a vertex that corresponds to a binary random variable $\theta$, which accounts for the possibility of failure. It is not necessarily certain, even if both players hunt stag, that they will succeed. We use $\theta = 1$ to denote that a successful stag hunt is possible and $\theta = 0$ to denote that stag hunting will result in failure.

To define the rejectability function for each agent, we must first define a normalized measure of opportunity cost. Let $\phi_s$ and $\phi_h$ denote the raw utility (in arbitrary units) of consuming a stag and a hare, respectively. By normalizing, the relative utility of hare hunting becomes $\mu_i = (\phi_h_i / (\phi_h_i + \phi_s_i))$ for $i = 1, 2$. The relative utility of stag hunting is then $1 - \mu_i$.

Given this definition, we may let $\phi_s_i = 4$ and $\phi_h_i = 3$, i.e., the payoff values in Table I, resulting in $\mu_i = (3/7)$. However, we further wish to take into account the temperament of the players. As discussed in Section III, one central issue in the stag hunt is to determine what players of different risk-aversion levels should do. Therefore, we introduce a parameter, i.e., $\rho_i$, that expresses the degree of player $i$’s risk aversion. A player with $\rho_i = 1$ is risk neutral, a player with $\rho_i > 1$ is risk averse, and a player with $\rho_i < 1$ is payoff seeking and tends to ignore risk. We then define $\mu_i = \rho_i (\phi_h_i / (\phi_h_i + \phi_s_i))$. Thus, $\mu_i$ reflects a player’s willingness to take risks and the relative utility for a stag and a hare. A maximally risk-averse player will hunt stag only if success is certain, whereas a fully payoff-seeking player will hunt stag regardless of the odds. To ensure a meaningful game, we still require that both players will never prefer a hare to a stag, i.e., $\mu_i < (1/2)$ for $i = 1, 2$. For convenience, we will simply refer to $\mu_i$ as player $i$’s risk-aversion level, which parameterizes the player’s attitudes.

We define each player’s rejectability function as

$$p_{R_i}(u_i) = \left\{ \begin{array}{ll} \mu_i, & \text{for } u_i = s \\ 1 - \mu_i, & \text{for } u_i = h \end{array} \right. \quad (7)$$

which is an expression of the normalized opportunity cost for each action. The cost of hunting a stag is the relative hare-hunting utility, and vice versa. Note that the players’ rejecting selves are not dependent on others’ preferences, allowing us to directly define the marginal utilities.

We next define the conditional distribution for $\theta$. The distribution of this random variable, which is conditioned upon both players’ rejecting selves, represents the probability that the players will successfully hunt stag. The distribution of $\theta$ incorporates whether $R_1$ and $R_2$ reject cooperation and how likely the players are to catch a stag if they cooperate. We model the latter consideration by defining $0 \leq \sigma \leq 1$, which represents the probability of catching a stag, given that the
players cooperate. It may reflect the number of stag in the environment, the players’ hunting skills, or other external factors. If \( R_1 \) and \( R_2 \) altogether reject hare hunting, then the players will cooperate and successfully capture a stag with probability \( \sigma \). We characterize this condition by defining

\[
p_{\theta_s | R_1, R_2}(\theta_s | h, h) = \begin{cases} 
\sigma, & \text{for } \theta_s = 1 \\
1 - \sigma, & \text{for } \theta_s = 0
\end{cases}
\]  

(8)

where \( \theta_s \) represents a random variable, and \( \theta_s \) represents its realization. If, however, either player unilaterally rejects stag hunting, the probability of catching a stag is zero, yielding

\[
p_{\theta_s | R_1, R_2}(\theta_s | s, s) = p_{\theta_s | R_1, R_2}(\theta_s | s, h) = p_{\theta_s | R_1, R_2}(\theta_s | h, s) = \begin{cases} 
0, & \text{for } \theta_s = 1 \\
1, & \text{for } \theta_s = 0.
\end{cases}
\]  

(9)

Notice that the players’ preferences influence the probability of a random event, as discussed in Section II-B. Since the players’ rejecting preferences affect their willingness to hunt stag, the conditional structure is justifiable.

We compute the marginal mass function by summing over the conditional random variables, yielding

\[
p_{\theta_s}(\theta_s) = \sum_{\theta_1, \theta_2} p_{\theta_s | R_1, R_2}(\theta_s | \theta_1, \theta_2) p_{R_1}(\theta_1) p_{R_2}(\theta_2) = \begin{cases} 
\sigma(1 - \mu_1)(1 - \mu_2), & \text{for } \theta_s = 1 \\
1 - \sigma(1 - \mu_1)(1 - \mu_2), & \text{for } \theta_s = 0
\end{cases}
\]  

(10)

Based on (14), we see that, as the risk-aversion levels decrease, the probability of a successful stag hunt increases. If both players are completely payoff seeking (\( \mu_1 = \mu_2 = 0 \)), the probability of a successful stag hunt is \( \sigma \). Either player can reduce the chances for a successful hunt. As the risk-aversion \( \mu_1 \) increases for either player, the probability of a successful stag hunt decreases.

Finally, we define the conditional selectability. Each player’s selectability is influenced by the probability of a successful stag hunt. The selectability, as we have previously discussed, is tied to the benefits of cooperation: to the extent that a successful stag hunt is possible (\( \theta = 1 \)), selectability favors stag hunting. The higher the probability of successful stag hunting becomes, the more beneficial it is to hunt stag. The corresponding conditional selectability function is

\[
p_{S_i | \theta_s}(u_i | \theta_s) = \begin{cases} 
1, & \text{for } u_i = s | \theta_s = 1 \\
0, & \text{for } u_i = h | \theta_s = 1 \\
0, & \text{for } u_i = s | \theta_s = 0 \\
1, & \text{for } u_i = h | \theta_s = 0.
\end{cases}
\]  

(11)

The simple form of the conditionals allows us to express the marginal selectability as

\[
p_{S_i}(u_i) = \begin{cases} 
\sigma(1 - \mu_1)(1 - \mu_2), & \text{for } u_i = s \\
1 - \sigma(1 - \mu_1)(1 - \mu_2), & \text{for } u_i = h.
\end{cases}
\]  

(12)

A. Satisficing Rectangle

With all of the social utilities defined, we have completely characterized the players’ utilities and can solve for the pure-strategy profiles that form the satisficing rectangle. As discussed in Section II, the satisficing rectangle is the set of pure-strategy profiles that are simultaneously satisficing to each player. In Fig. 6, we set \( q = 1 \) and plot the regions of the satisficing rectangle as functions of \( \mu_1 \) and \( \mu_2 \), which specify the players’ attitudes. There are four possibilities. When both players have low risk aversion, \( (s, s) \) is the unique strategy profile in the satisficing rectangle. If risk aversion is high in both players, \( (h, h) \) results. In the \( (h, s) \) and \( (s, h) \) regions, however, one player is strongly risk averse, whereas the other player strongly seeks payoff, thus resulting in one player that tries to cooperate, whereas the other does not. On the boundaries of the four regions, the satisficing rectangle contains multiple strategy profiles.

These last two regions illustrate a unique feature of satisficing models. In the \( (h, s) \) and \( (s, h) \) regions, one player chooses to hunt hare, whereas the other player, who is aware of the first player’s increased risk aversion, nevertheless stands by its post and attempts to hunt stag. Such dysfunctional behavior is a consequence of the structure of the utilities: the players’ utilities depend on the others’ attitudes rather than the strategies that they play.

We hasten to note that dysfunctional behavior is not a failure per se of the satisficing model. Dysfunctional societies exist in practice, and we may interpret these regions as an acknowledgement that players with incompatible attitudes may incoherently act. However, in designing artificial systems, we typically prefer to avoid incoherent behaviors, regardless of whether they are sociologically justifiable. It seems unreasonable that incompatible players would continue to exhibit the same attitudes and to enact the same incoherent strategies. Thus, we introduce the attitude dynamics, which provides a way for players to adapt their attitudes and avoid such dysfunctional behavior.

V. ATTITUDE DYNAMICS

To introduce the attitude equilibrium and the attitude dynamics, we first embellish the structure of the satisficing game. We endow each player with a classical utility function that is based solely on the strategy profile that the players implement.

Definition 1: An augmented satisficing game is a 5-tuple \((X, U, P_{S_1, \ldots, S_n}, R_1, \ldots, R_n, A, \pi(u))\).
are the set of players, the pure-strategy space, and interdependence function as normal. In addition, we introduce the pure-attitude space, i.e., \( A = A_1 \times A_2 \times \cdots \times A_n \), which contains the attitudes that the players may exhibit. These attitudes are parameters in the players’ social utilities and are different for each satisficing game. We also introduce \( \pi(u) \), a vector payoff function that describes the raw payoff to the players for implementing the pure-strategy profile \( u \in U \).

To augment a satisficing game, the players’ attitudes must be specified as distinct parameters in the players’ social utilities. Furthermore, we must construct a raw payoff function that is separate from the social utilities. Constructing raw payoff functions may be difficult in practice. In a system of artificial agents, for example, the agents’ objectives may sufficiently be complicated such that it is impossible to define a simple payoff function for each agent. In a simple game like the stag hunt, the extension is straightforward. Each player’s attitudes are given by the risk-aversion level \( \mu_i \), yielding a pure-attitude space of \( A = [0, 1/2] \times [0, 1/2] \). The payoff function \( \pi(u) \) is described by the payoff matrix in Table I.

The augmented satisficing game describes a two-step mapping from attitudes to payoffs. The social utilities, which are determined by the interdependence function, map the players’ attitudes to pure-strategy profiles.\(^6\) The payoff function then maps the pure-strategy profile to raw payoffs. Thus, in an augmented satisficing game, we may evaluate the raw utility of exhibiting a particular attitude. To simplify the notation, we will occasionally refer to \( \pi(a) \), i.e., the payoff to the players for implementing the pure-strategy profile determined by the pure-attitude profile \( a \in A \). That is, we may think of an augmented satisficing game as a noncooperative game, where the players’ payoffs are determined by the attitudes that they exhibit rather than the strategies that they play.

We may also discuss mixed attitudes, which are probability distributions over the attitudes the players exhibit. Denoting the cardinality of \( U_i \) as \( k_i \), the mixed attitude of player \( i \) is given by a (normalized and nonnegative) \( k_i \)-dimensional vector \( z_i \). The discussion of mixed strategies in Section III-A directly applies to mixed attitudes. We assume that the players’ mixed attitudes are probabilistically independent of each other. We define player \( i \)’s mixed-attitude simplex \( \Delta^a_i \). The mixed-attitude space is the Cartesian product \( \Theta^a = \Delta^a_1 \times \Delta^a_2 \times \cdots \times \Delta^a_n \). A mixed-attitude profile is a vector of mixed attitudes \( z = (z_1, z_2, \ldots, z_n) \in \Theta^a \).

Since the players’ mixed attitudes are independent, the probability that a pure-attitude profile is exhibited is equal to the product of the associated probabilities. Thus, player \( i \)’s expected utility \( u_i(z) \) when the players exhibit the mixed-attitude profile \( z \in \Theta^a \) is

\[
u_i(z) = \sum_{a \in A} \pi_i(a) \prod_{i=1}^{n} z_{i a_i} \quad (13)
\]

where \( z_{i a_i} \) is the probability with which player \( i \) exhibits the pure attitude \( a_i \). Now, given complete knowledge of the satisficing game and the other players’ utilities, a player may consider changing their attitudes to increase the expected utility, which motivates the attitude equilibrium.

**Definition 2:** An attitude equilibrium is a mixed-attitude profile \( z^* \in \Theta^a \) such that

\[
u_i(z^*_1, \ldots, z^*_i, \ldots, z^*_n) \geq u_i(z'_1, \ldots, z'_i, \ldots, z'_n) \quad (14)
\]

for each \( z'_i \in \Delta^a_i \) and for each \( i \in X \).

The definition for the attitude equilibrium is essentially identical to that of the Nash equilibrium: no player can improve its expected utility by exhibiting a different mixed attitude. In fact, we may say that the attitude equilibrium is the equilibrium in the players’ attitudes rather than in their strategies. Because of the analogy between the attitude equilibrium and the Nash equilibrium, many theoretical results apply.

**Theorem 1:** An attitude equilibrium exists for every augmented satisficing game with finite attitude spaces.

**Proof:** This result relies on the fact that any augmented satisficing game defines a classical noncooperative game, where \( X \) is the set of players, \( A \) takes the role of the pure-strategy space, and \( \pi(a) \) is the payoff function. In [3], it is shown that any noncooperative game with a finite pure-strategy space has at least one Nash equilibrium, although it may exist only in mixed strategies. One attitude equilibrium is simply one Nash equilibrium in the players’ attitudes; thus, one must exist for any augmented satisficing game with a finite pure-attitude space, although it exists only in mixed attitudes. \( \blacksquare \)

Note that a finite attitude space is a sufficient—but not necessary—condition for the existence of an attitude equilibrium. For the stag hunt, although the attitude spaces are continuous, it is immediate that attitude equilibria exist in pure attitudes. In Fig. 7, the attitude equilibria are shown for several values of \( \sigma \). If the players’ pure-attitude profile lies in these regions, there is no incentive for either player to change attitudes.

Consider the \((s, s)\) region of the satisficing rectangle. Here, both players receive maximum payoff, and there is no incentive for either player to deviate. Notice, however, that only part of the \((h, h)\) region is an equilibrium, because when player \( i \)’s risk aversion \( \mu_i \) is sufficiently low, it is possible for player \( j \) to move the group from mutual hare hunting to stag hunting by lowering its own \( \mu_j \). Although \((h, h)\) is an equilibrium under the classical game, the satisficing model gives the players

---

\(^6\) We have glossed over the fact that, in general, the satisficing rectangle contains multiple pure-strategy profiles. For the stag hunt, this fact presents no problem, because the satisficing rectangle contains a single strategy profile almost everywhere. We will assume that, if necessary, the players employ a tie-breaking mechanism to select a unique strategy profile.
greater influence over each other’s behavior, increasing the possibility for cooperation. As $\sigma$ increases, the size of the $(h, h)$ equilibrium decreases, entirely disappearing when $\sigma = 1$.

Finally, notice that the dysfunctional regions $(s, h)$ and $(h, s)$ do not contain equilibria. In these regions, each player can improve its payoff by changing $\mu_i$ and forcing the game into either $(s, s)$ or $(h, h)$. The attitude equilibrium concept provides a useful juxtaposition of satisfying game theory and individual rationality: the social structure of the satisfying model decreases the attraction of mutual hare hunting, while the introduction of the classical payoff function gives an incentive for players to adapt their attitudes and avoid dysfunctional behaviors of the $(s, h)$ and $(h, s)$ regions.

If a large population of players adapts by trial-and-error experimentation, we can model the evolution of the players’ attitudes by a straightforward application of the standard replicator dynamics. We again restrict our attention to symmetric two-player games. Thus, both players are described by the pure-attitude set $A$ and the payoff function $\pi(a)$. We require that $A$ is finite, and we denote the cardinality of $A$ as $m$. Define a normalized vector $z(t) = (z_1(t), z_2(t), \ldots, z_m(t))$, where $z_i(t)$ represents the population share that exhibits the $i$th pure attitude. Similar to traditional games, we may describe the dynamics of the population shares by a system of $m$ differential equations, i.e.,

$$\dot{z}_i(t) = [\pi(i, z(t)) - \pi(z(t), z(t))] z_i(t). \quad (19)$$

By analogy with the standard formulation, $\pi(i, z(t))$ is the expected payoff for exhibiting the $i$th attitude against a random sample from the population, and $\pi(z(t), z(t)) = \sum_j \sum_i \pi(i, j) z_i(t) z_j(t)$ is the average expected payoff.

Let $\Delta_A$ be the mixed-attitude simplex of $A$. Similar to mixed strategies, the interior of $\Delta_A$ is the set of all mixed attitudes that gives nonzero probability to each pure attitude.

**Theorem 2:** Let $\xi(t, z(0))$ denote the solution for the attitude dynamics in (19) at time $t$ with initial conditions $z(0)$. If $z(0) \in \text{int}(\Delta_A)$ and $\lim_{t \to \infty} \xi(t, z(0)) = z^*$, then $z^*$ is an attitude equilibrium.

**Proof:** This result directly follows from the fact that an augmented satisficing game can be considered a classical game, where players choose attitudes rather than play strategies. As mentioned in Section III-A, it is shown in [32] that, when initialized with a mixed strategy on the interior of the mixed-strategy simplex, any steady state of the replicator dynamics is a Nash equilibrium. An attitude equilibrium is a Nash equilibrium in players’ attitudes; thus, the result holds for the attitude dynamics. 

Note that Theorem 2 does not guarantee that a steady state will occur, even under well-behaved initial conditions. Rather, if a steady state results under suitable initial conditions, it must be an attitude equilibrium.

**VI. RESULTS**

**A. Attitude Dynamics**

To apply the attitude dynamics, we first quantize the values that $\mu$ may assume. Define $A = \{\nu_1, \nu_2, \ldots, \nu_{100}\}$, which is a set of 100 evenly spaced values of $\mu$ over $[0, 1/2)$. We initialize the population shares $z$ according to an exponential distribution.

so that most players hunt hare, i.e., $z_i(0) \propto e^{-\lambda ((1/2) - \nu_i)}$. As we set $\lambda$ higher, the initial population is more risk averse and less willing to hunt stag.

We use the payoff matrix in Table I to determine the raw payoff for exhibiting a particular pure-attitude profile $a = (\mu_1, \mu_2) \in A \times A$. If $a$ is in the $(h, h)$ region of the satisficing rectangle (see Fig. 6), then the payoff to the first player is $\pi(\mu_1, \mu_2) = 3$. Similarly, the payoffs are $\pi(\mu_1, \mu_2) = 3$ and $\pi(\mu_1, \mu_2) = 0$ if $a$ belongs to the $(h, s)$ and $(s, h)$ regions, respectively. Finally, $\pi(\mu_1, \mu_2) = 4\sigma$ if $a$ is in the $(s, s)$ region.

Because of the high dimensionality of the state space and the complexity of the utility functions of the players’ preferences, it is difficult to analytically examine the attitude dynamics. We cannot easily solve for stationary points or say much about the relative sizes of the basins of attraction as we could under the (much simpler) standard replicator dynamics. Fortunately, we can specify meaningful initial conditions and numerically approximate the solution to the system of differential equations. We examine several scenarios where the vast majority of the population hunts hare and discuss when it is possible to evolve a cooperative community.

First, we examine the dynamics with $\sigma = 1$. We initialize the population with $\lambda = 10$, leaving more than 85% of the population that hunts a hare. Fig. 8(a) shows the initial joint
probability mass function of the players and the four regions of the satisficing rectangle. The vertical axis shows the joint probability that a pair of players, which were randomly selected from the population, will end up at a particular point. The players are randomly and independently drawn from the infinite population; thus, the joint probability is the product of the marginal probabilities given by $z$. That is, $Pr(\mu_1 = \nu_i, \mu_2 = \nu_j) = z_i(t)z_j(t)$.

Initially, almost all of the joint probability mass is in the mutual hare-hunting region. The dynamics, however, quickly pushes the population toward stag hunting. Within 30 iterations, almost the entire population is in the mutual stag-hunting region, with the most common values of $(\mu_i, \mu_j)$ being close to zero [see Fig. 8(b)]. This result is due to the fact that mutual cooperation is the only attitude equilibrium when $\sigma = 1$. For any positive finite $\lambda$, all steady-state population distributions will entirely be within the $(s, s)$ region.

Next, we lower $\sigma$ to see how the dynamics changes. Keeping the initial conditions the same, we let $\sigma = 0.925$, introducing the $(h, h)$ attitude equilibrium region. Now, more than 90% of the initial population hunts hare. This scenario yields a highly interesting result. The hare-hunting equilibrium initially dominates, and the population shares that were associated with the stag-hunting regions quickly diminish [see Fig. 9(a)]. We notice, however, that there are small migrations toward the boundaries of the decision regions. These players still predominantly hunt hare, but they are less risk averse. As evolution continues, a small concentration of players emerges around the boundaries of the four regions, as illustrated in Fig. 9(b). Players in this region are quite versatile: they hunt hare with risk-averse players, hunt stag with the payoff seekers, and only very rarely end up hunting stag with a player who refuses to cooperate. The concentration of players slowly begins to dominate, causing much more players to hunt stag. Fig. 9(c) shows the population at $t = 100$. By this time, essentially all of the population is composed of moderately risk-averse but versatile players. This truly emergent result provides an interesting insight in defining “fitness” in a social system. In an uncertain scenario where both hare hunting and stag hunting are potentially dominant strategies, the most successful players are those who are flexible, i.e., players who can adapt their actions to the preferences of those around them.

If we lower $\sigma$ much below 0.925, the dynamics fails to evolve the society toward cooperation for these initial conditions. This case happens for two reasons: 1) the size of the $(s, s)$ region becomes smaller with decreasing $\sigma$, and 2) the expected payoff for exhibiting attitudes in the $(s, s)$ region decreases. However, even under the unfavorable conditions shown where a pair of stag hunters might fail, the satisficing model can evolve cooperation from noncooperation. Less than 10% of the initial population is required to hunt stag in the satisficing model, which is a significant improvement over the standard replicator model, where more than 75% must initially hunt stag.

### B. Spatial Evolutionary Models

For comparison, we also consider the stag hunt under the spatial evolutionary models in [15], [16], and [28]–[30], which have been proven effective in promoting cooperation in social dilemmas. In [15], the stag hunt is particularly studied in terms of the relative benefit for mutual stag hunting. Here, we examine the question in terms of initial population: What fraction of the population must initially hunt stag for cooperation to flourish?

Spatial evolutionary models are described by undirected graphs, where each vertex represents a player, and each edge represents a social link between two players. As with the replicator dynamics, each player is preprogrammed to play a particular pure strategy. However, in the spatial dynamics, a player may change strategies depending on the relative fitness.
of its neighbors. At each generation, players accrue payoff by playing a single instance of the game with each neighbor. After play, each player randomly selects a neighbor (possibly itself) with a probability proportional to the payoff that was accrued in the current previous round, adopting that player’s pure-strategy for the next round.

We may interpret the spatial dynamics as an imitation dynamics, where a player imitates the behavior of its neighbors, or as a death–birth dynamics, where players “die” and give rise to a new generation whose strategies depend on the neighbors’ relative fitness. Regardless of interpretation, for fully connected graphs, the dynamics converges to the standard replicator dynamics as the population size becomes large and the time between generations becomes small.

In the stag hunt, let $N_s(i)$ and $N_h(i)$ be the set of player $i$’s neighbors (including itself) that hunt stag and a hare, respectively, and let $F(i)$ denote the payoff that was earned by player $i$ during a single generation. Thus, letting $|\cdot|$ denote the cardinality of a set, player $i$ earns $F(i) = 4(|N_s(i)| - 1)$ if it hunts stag and $F(i) = 3(|N_s(i)| + |N_h(i)| - 1)$ if it hunts hare. Next, define $F_s(i) = \sum_{j \in N_s(i)} F(j)$ and $F_h(i) = \sum_{j \in N_h(i)} F(j)$, i.e., the respective sum payoff of stag- and hare-hunting neighbors. Finally, a neighbor is selected with a probability proportional to its fitness; thus, player $i$ hunts stag during the next generation with probability $F_s(i)/(F_s(i) + F_h(i))$.

The spatial dynamics is highly dependent on the structure of the graph that was used to model the population. We construct graphs according to the so-called “scale-free” models [36], in which the number of neighbors follows a power-law distribution. If $K_i$ is the random variable that describes the number of neighbors for player $i$, then each $K_i$ is identically and independently distributed according to $p_{K_i}(k) \propto k^{-\gamma}$ for some constant $\gamma$. This distribution describes a heterogeneous and realistic model of social connectivity, i.e., many players have only a few neighbors, whereas a few players are heavily connected to the rest of the population. Scale-free models have been shown to improve the possibility of cooperation in social dilemmas [15].

To evaluate the performance of the spatial dynamics, we construct graphs with 50 players, an average number of connections per player $z = E(K)$, and an initial fraction of the population $x_s(0)$ hunting stag. For each $(x_s(0), z)$ pair, we construct ten graphs, each of which is seeded with ten initial populations. After running the dynamics for 5000 generations, we record the steady-state behavior by averaging the fraction of stag hunters over an additional 500 generations. Fig. 10 shows the average results of our trials. For moderately low values of $z$, the spatial dynamics considerably improves the possibility for cooperation: a sizeable fraction of the stag population hunts stag, although only a quarter of the initial population cooperates. This result is consistent with previous studies of cooperation in spatial networks [15], [16]. When the average number of connections is small, cooperation more readily emerges. However, compared to the attitude dynamics, stag hunting does not consistently dominate the population unless a solid majority of players initially cooperate.

The ($-1$) term in each payoff accounts for the fact that, although $N_s(i)$ or $N_h(i)$ includes player $i$, the player does not pair with itself during play.

Fig. 10. Average steady-state stag-hunting fraction under spatial evolutionary dynamics.

VII. CONCLUSION

In this paper, we have extended the theory of satisficing games by incorporating elements from non-cooperative game theory. We augment the satisficing game with a standard utility function that describes the raw payoff to a player for exhibiting particular attitudes. The augmented framework results in an attitude equilibrium in which no single player can improve its raw payoff by exhibiting different attitudes. The attitude equilibrium combines the merits of both the satisficing and non-cooperative game theories. The conditional utility structure allows players to consider others’ preferences in making decisions, and the standard payoff function allows players to adapt their attitudes to avoid dysfunctional behavior.

Non-cooperative elements of augmented satisficing games have allowed us to employ evolutionary game theory, where adaptation occurs by trial and error. We define an attitude dynamics by applying the standard replicator dynamics to the attitudes that the players exhibited rather than the strategies that they play. The attitude dynamics models the evolution of players’ attitudes according to the game and the attitudes of other players. Given appropriate initial conditions, the steady state of the dynamics is an attitude equilibrium.

We have presented a satisficing model for the stag hunt—a game under which it is difficult to evolve a cooperative population. Under the augmented satisficing framework, dysfunctional behavior vanishes: the attitude equilibria entirely lie within the regions where players either mutually hunt stag or mutually hunt hare. In addition, the attitude dynamics facilitates the evolution of cooperation by introducing strategic complexity into the dynamics. Instead of simply choosing whether to hunt stag, a player chooses a risk-aversion level, which governs its interaction with the rest of the population. Under a wide variety circumstances, the dynamics encourages the population to become less risk averse, allowing cooperation to flourish. Our results significantly outperform other evolutionary methods, including classic replicator models and recently proposed spatial evolutionary models.

Finally, the theoretical properties borrowed from non-cooperative game theory suggest that our results will generalize to large classes of games. In particular, any game with finite attitude spaces must have an attitude equilibrium, and any
(properly initialized) steady state of the attitude dynamics is an attitude equilibrium. Although we cannot guarantee any specific results, we expect that the qualitative benefits of our approach will pertain to other games.
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